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ABSTRACT
Early prediction of adverse drug reaction (ADR) is crucial in clinical
research. The development of electronic medical record (EMR) pro-
vides an excellent resource for retrospective studies to extract sam-
ples and establish models that can be used for prediction of clinical
deterioration. However, classical statistical models like multivariate
logistic regression (LR) may result in unreliable predictions when
handling unbalanced datasets. To develop a trustworthy model on
unbalanced ADR data, we first transformed the EMR including
medical notes into numeric variables. Then we introduced support
vector machine (SVM), random forest (RF), AdaBoost, XGBoost,
and artificial neural network (ANN) to deal with the challenge
of high dimensionality. Furthermore, we utilized the ensembling
approach to tackle data imbalance. Finally, we analyzed potential
model mechanisms to provide interpretability and compared meth-
ods from the perspective of procedure elapsed time. The results
showed ensembling contributed considerable improvement in pre-
diction ability of various machine intelligence models. Compared
with the baseline, RF, AdaBoost and XGBoost presented superiority,
and ANN without fine-tuning showed similar competence. The
results of this study demonstrated the great potential of machine
learning models in medical domain.
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1 INTRODUCTION
Electronic medical record (EMR) systems have been implemented as
storage platforms of patients’ information in many hospitals, which
are of great potential for retrospective research [1]. Recently, many
researchers have utilized machine learning in various tasks of EMR,
such as adverse cardiac events prediction, clinical events prediction,
and early detection of sepsis [1–5]. However, the common problem
of data imbalance in EMR impairs the capabilities of classifiers [6].

In EMR, datasets regarding adverse drug reaction (ADR), which
is defined as a harmful or unpleasant reaction resulting from medic-
inal products [7], are relatively limited in comparison with other
types of data [8–12]. Chinese patent drugs (CPD) are contemporary
medicinal products in China, whereas, these drugs are sometimes
correlated with uncertain adverse reactions [13, 14]. With the ex-
ception of limited datasets and related research, the other difficulty
of ADR early detection is the extreme data imbalance. For a ICU-
related dataset, percentage of minority class samples can be 10%,
but in an ADR dataset, it is common to obtain a percentage less
than 1%.

To address these limitations, natural language processing (NLP)
and other pre-processing methods were first utilized to transform
ADR related clinical notes to usable categorical data. Next, we
applied traditional logistic regression (LR), several independent
machine learning methods (support vector machine (SVM), random
forest (RF), AdaBoost, and XGBoost) and a deep learning neural
network to make ADR predictions. Furthermore, researchers inte-
grated ensembling with those models to upgrade their performance.
Finally, we analyzed potential mechanisms and interpreted our
prediction using the variable importance.

The main contributions of this paper are:
1 Provide a pragmatic reference to deal with relatively esoteric

EMR related Chinese clinical notes.
2 Explore potential ADR inducement caused by Chinese patent

drugs and analyze possible mechanisms.
3 Present the application of ensembling to enhance classification

performance in machine learning and deep learning models.

17

https://doi.org/10.1145/3472813.3472817
https://doi.org/10.1145/3472813.3472817


ICMHI 2021, May 14–16, 2021, Kyoto, Japan Yi Xin Zhao et al.

Figure 1: Experimental workflow

Figure 2: Medical Codes Cloud Graph

4 Demonstrate the effectiveness of multiple machine intelligence
methods in clinical prediction tasks and give recommendations
based on the procedure elapsed time and prediction performance.

2 METHOD
2.1 Word segmentation and one-hot encoding
In the NLP area, word segmentation is performed to transform
sentences into individual words, and many scientists contributed a
lot to Chinese word segmentation [15–18]. In this project, we took
advantage of Jieba, a Chinese word segmentation tool, and a sup-
plementary medical word dictionary from SOGOU, a company tar-
geting input software (https://pinyin.sogou.com/dict/detail/index/
15125) [19].

Since the dataset contained categorical data, especially in the
medications and diagnoses part, we applied one-hot encoding to
process those data [20].

2.2 Support Vector Machine (SVM)
SVM is a binary classification model. Its basic model is defined as
the linear classifier with the largest interval in the feature space
and learning strategy is to maximize the interval [21].

If x is used to represent data points and y is used to represent
categories, the learning goal of a linear SVM model is to find a
hyperplane in n-dimensional data space, which can be formulated
as

wT ∗ x = 0 (1)

Researchers define the support vector as the data point closest to
the hyperplane in each class. Specifically, the learning goal is to find
the parameterw to maximize the distance of the support vector.

Compared with linear classifiers, SVM maps the input space
to a high-dimensional feature space through the kernel function,
and constructs the optimal separation superstructure in the high-
dimensional feature space.

2.3 Random Forest (RF)
Random forest is a combination of multiple decision tree classifiers,
which summarizes the prediction results of each tree through a
voting mechanism. Random is reflected in two points. First, each
decision tree is trained using only a part of total samples, which is
randomly generated with replacement sampling. Second, random
split selection means that the features used for each decision tree’s
split are also from random sampling [22]. Finally, a large quantity
of trees is generated and trained independently to determine the
output.

2.4 AdaBoost
AdaBoost (Adaptive Boosting) algorithm is a boosting method that
combines multiple weak classifiers into a strong classifier, proposed
by Yoav Freund et. al. in 1995 [23]. The AdaBoost can be expressed
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Table 1: ADR prediction results

Models Sensitivity Specificity F-measure

LR 0.3333 0.9997 0.49996
LR+EB 0.6667 0.7892 0.72276
SVM 0.1667 1.0000 0.28571
SVM+EB 0.4167 0.9630 0.58166
RF 0.4167 1.0000 0.58824
RF+EB 0.6667 0.9899 0.79675
AdaBoost 0.5000 1.0000 0.66667
AdaBoost+EB 0.7500 0.9255 0.82857
XGBoost 0.5000 1.0000 0.66667
XGBoost+EB 0.7500 0.9286 0.82978
ANN 0.0833 1.0000 0.15384
ANN+EB 0.5833 0.8791 0.70133

as follows:

f (x) = siдn

( K∑
k=1

αk ∗Gk (x)

)
(2)

where x represents input variables,Gk (x) represents week classifier
of round k , αk represents the weight of the week classifier k .

Its core concept is that the weight of the sample misclassified
by the previous weak classifier would be strengthened and used to
train the next classifier. In each round of training, the total sample is
used to train a new weak classifier to generate a new sample weight.
This procedure will iterate until reaching the predetermined error
rate or reaching the specified maximum iterations [23].

2.5 XGBoost
XGBoost is the abbreviation of Extreme Gradient Boosting, which
is an ensemble machine learning algorithm based on decision trees
using Gradient Boost as the framework. XGBoost involves an opti-
mization process that employs additive models and forward stage
wise algorithms to achieve learning [24].

The objective function of XGBoost can be expressed as follows:

L (∅) =
∑
i
I (ŷi ,yi ) +

∑
k

Ω (fk ) (3)

where the first term is the cost function measuring the distance
between the true value and the prediction value, and the second
term

Ω (f ) = γT +
1
2
λ | |w | |2 (4)

is the penalty and γ , λ are parameters.

2.6 Artificial Neural Network (ANN)
ANN refers to a complex network consisting of processing units.
Proposed by Minsky, et al., multilayer perceptron is frequently used
in classification [25, 26]. A three-layer perceptron with ReLU was
utilized here.

2.7 Ensembling models
Ensembling (EB) is a useful algorithm in unbalanced datasets
[27, 28]. In this experiment, we fixed the positive training data
and sampled randomly 200 times in the negative training data

Table 2: Comparison of machine learning models training
time

Models Training time (seconds)

LR 22.25
LR+EB 41.53
SVM 92.28
SVM+EB 10.44
RF 108.83
RF+EB 32.00
AdaBoost 2433.64
AdaBoost+EB 6414.86
XGBoost 0.84
XGBoost+EB 46.79

to construct subsamples for the training of modules. Datasets for
training was denoted as

D : [d1, d2, d3, . . . , d200]

Modulemi was trained on data di, and the classification probability
vector of the test data j was

pi j , i = 1, 2, 3, . . . , 200 (5)

Then we combined the results of all modules to make final predic-
tions of patient j, which can be calculated as

pj =

∑200
i=1 pi j

200
(6)

3 EXPERIMENTAL DETAILS AND RESULTS
3.1 Data Source and Preprocessing
The dataset used was extracted from an EMR Database in China,
which has been authorized for research and corresponding publi-
cation. It contained 30,703 patients’ ADR outcomes, demographic
data, procedures, and clinical notes (including personal history, di-
agnoses, and medications). Since clinical notes included diagnoses
and medications in the form of Chinese sentences, so we introduced
Natural Language Processing (NLP) methods to process them. We
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Table 3: Important variables in models

Variables XGBoost Adaboost RF LRS
Age

√ √ √

Course of treatment
√ √ √

Transfusion stash time
√ √ √

Infusion speed
√ √ √

Solvent dosage
√ √ √

Solvent category
√ √

Dermatitis
√ √

Xueshuantong
√

Naodanbai
√ √ √ √

Hypertension
√ √

Sanqi Xiaozhong Capsule
√

Fasudil
√

Chronic Obstructive Pulmonary Disease
√

Loose-Jointed Pill
√

Enteritis
√

Erysipelas
√ √

Syringomyelia
√ √

Pelvic Infection
√

Aescin
√

utilized SOGOU Medical Vocabulary as supplementary and applied
word segmentation.

Some medications, especially CPD, had multiple expressions or
abbreviations. To handle it, several medical specialists joined and
made decisions. We employed one-hot encoding in medications
and diagnoses. In addition, we calculated the body mass index
(BMI) based on weight and height. For missing data issues, we
used the Chi-square test and delete unrelated variables whose
missing rates larger than 50%. Finally, we matched various types
of data through patients’ IDs. Ultimate predictors were uploaded
online (https://www.researchgate.net/publication/348960256_
ADR_APPENDICES_Diagnoses_and_Medications_Chinese-
English_Comparison). The training dataset and test dataset was
split in the ratio of 7:3.

All research was implemented on PyTorch 1.6.0, Python 3.8,
R 4.0.3, and RStudio 1.3. Figure 1 shows our workflow. Figure 2
displays the frequency ofmedications and diagnoses based on Cloud
Graph [29].

3.2 Evaluation Criteria
We utilized sensitivity, specificity, and F-measure [30] as evalua-
tion criteria. Details of prediction results in the test dataset was
summarized in Table 1

Sensitivity =
TP

TP + FN
(7)

Speci f icity =
TN

TN + FP
(8)

F −measure =
2 × Sensitivity × Speci f icity

Sensitivity + Speci f icity
(9)

Models training time was an important consideration in machine
learning. Table 2 shows the procedure elapsed time of models on
two Intel (R) Xeon (R) Silver 4210 CPUs (RAM 128GB).

3.3 Significant Variables of Interpretability
We extracted top 10 important features in XGBoost, Adaboost, and
Random Forest (RF), and all predictors of logistic regression after
the stepwise (LRS) procedure in Table 3

4 DISCUSSION
For all models, descent of specificity was in exchange for increase
in sensitivity and F-measure after ensembling, which aligned with
our goals of ADR detection. From the perspective of F-measure,
ensembling was a simple but powerful method to upgrade pre-
diction capabilities. The increased percentages of F-measure were
substantial: LR 44.56%, SVM 103.58%, RF 35.45%, AdaBoost 35.45%,
XGBoost 24.28%, and ANN 24.47%. In both raw models and ensem-
bling models, AdaBoost and XGBoost were top models, exhibiting
excellent abilities of the boosting family in unbalanced prediction
tasks. We can also find that ANN trained with 100 epochs with-
out fine-tuning showed good performance, demonstrating great
potentials of neural networks.

Table 2 displays the difference of training time. For SVM and
RF, the use of ensembling reduced the procedure time since the
time saved in each training modules offset the time consumed by
the increases of training modules. In boosting family, XGBoost was
more recommended compared with AdaBoost for its efficiency and
accuracy in F-measure.

Table 3 describes important variables in different methods, im-
proving the interpretability of this prediction. XGBoost, AdaBoost,
and RF obtained relatively similar conclusions. Biologists might be
inspired by this result, e.g. Naodanbai was a significant variable in
all four models. Some researchers have published some findings in
Naodanbai ADR mechanisms such effects of Naodanabi on cere-
bral blood vessels and peripheral vasodilation caused ADR of the
digestive system [31].
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5 CONCLUSION
We developed several machine intelligence models for ADR pre-
diction and employed ensembling to upgrade model classification
abilities on an extremely unbalanced dataset. Also, multiple inter-
pretable machine learning models provided the variable importance,
leaving room for further clinical research. In addition, the prag-
matic pipeline of research for electronic medical records including
Chinese medical notes was a good reference for other researchers.
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